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By learning the PM2.5 readings and meteorological
records from 2010–2015, the severity of PM2.5
pollution in Beijing is quantified with a set of
statistical measures. As PM2.5 concentration is highly
influenced by meteorological conditions, we propose
a statistical approach to adjust PM2.5 concentration
with respect to meteorological conditions, which can
be used to monitor PM2.5 pollution in a location.
The adjusted monthly averages and percentiles are
employed to test if the PM2.5 levels in Beijing have
been lowered since China’s State Council set up a
pollution reduction target. The results of the testing
reveal significant increases, rather than decreases, in
the PM2.5 concentrations in the years 2013 and 2014
as compared with those in year 2012. We conduct
analyses on two quasi-experiments—the Asia-Pacific
Economic Cooperation meeting in November 2014
and the annual winter heating—to gain insight into
the impacts of emissions on PM2.5. The analyses lead
to a conclusion that a fundamental shift from mainly
coal-based energy consumption to much greener
alternatives in Beijing and the surrounding North
China Plain is the key to solving the PM2.5 problem
in Beijing.
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1. Introduction
Beijing and a substantial part of China are experiencing chronic air pollution. The main
pollutants are fine particulate matter, and PM2.5 in particular [1,2]. PM2.5 consists of airborne
particles with aerodynamic diameters of less than 2.5 µm. They are known to influence
visibility, human health and even climate [3]. Epidemiological evidence shows that exposure to
PM2.5 can cause lung morbidity [4], serious respiratory and cardiovascular diseases, and even
death [5–7].

There are studies on the chemical characteristics and formation mechanisms of PM2.5 [8], in
particular over Chinese cities [9–11]. Studies [1,12] reveal that the chemical composition of PM2.5
varies significantly across regions of China, with changing physical attributes within polluting
episodes [2,13]. Recent studies on the record-breaking episode of PM2.5 pollution in January 2013
have discovered that meteorological conditions, secondary aerosols, local emissions and regional
transportation contribute to the formation and development of PM2.5 in Beijing. Chemical
transport models are used to study the vertical and horizontal pattern of PM2.5 dynamics [14,15].
Exploratory analyses have related anomalous wind and humidity conditions with high PM2.5
concentration [3,16]. Contributions of local and regional emissions to Beijing’s air pollution [17]
have also been studied.

An important implication from these studies is that there are many non-ignorable sources of
variability in the distribution and transmission patterns of PM2.5, confounded by meteorological
conditions, emissions at source and secondary chemical generation. Such uncertainties bring
challenges in the assessment and monitoring of PM2.5 in Beijing [18]. To diagnose and forecast
air quality, deterministic models such as the Pollution Linked with Air-Quality and Meteorology
Index [19] and the Community Multi-Scale Air Quality modelling system have been widely
adopted in China [20,21]. These methods do not fully account for the uncertainties mentioned
above. In addition, the relationship between PM2.5 and the confounding factors remains unclear
due to large variability in the observed PM2.5 data. Quantification of this relationship requires
data of sufficient time span together with comprehensive statistical analysis in order to measure
the uncertainty and to adjust for the confounding factors. Statistical models, such as Bayesian
hierarchical space–time models [22,23] and generalized additive models [24], were used to study
ambient air pollution in the USA (see also [25]). Quasi-experiments (QEs) have been considered
to evaluate the impact of PM2.5 on human health [26]. As PM2.5 concentration is highly influenced
by meteorological conditions, we propose a statistical approach to adjust PM2.5 distribution with
respect to meteorological conditions, which can be used to monitor PM2.5 pollution at a location.
We show that the proposed adjustment can be used in conjunction with QEs to evaluate the
impacts of emissions on PM2.5 concentration.

Given that there are 22 million inhabitants in Beijing, and 300 million immediately to the south
in the North China Plain (NCP), it is vital to measure the severity of the PM2.5 pollution in
Beijing. This is particularly relevant since China’s State Council has a target of reducing PM2.5
by at least 25% from the 2012 level by 2017 for Beijing [27]. This paper provides a set of statistical
measures for key aspects of the PM2.5 pollution, which can be used as benchmarks in evaluating
the effectiveness of any pollution mitigation initiatives in Beijing and beyond.

Our analysis uses hourly PM2.5 readings taken at the US Embassy in Beijing located at
(116.47 E, 39.95 N), in conjunction with hourly meteorological measurements at Beijing Capital
International Airport (BCIA), obtained from weather.nocrew.org. Both data series run from
1 January 2010 to 31 December 2014. Although the embassy and the airport are 17 km apart,
they experience very much the same weather. The US Embassy started to announce hourly PM2.5
readings from April 2008 at a different location. We did not use the data in 2008 and 2009 due to
a large number of missing values and the embassy moving to its current location in 2009. China’s
Ministry of Environmental Protection (MEP) started to report PM2.5 readings only from January
2013. We have hourly PM2.5 data released by the Beijing Municipal Environmental Monitoring
Center from May to December 2014 at two locations in Beijing, which are used to calibrate with
the embassy data.
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Our study appears to be the first that combines PM2.5 and meteorological data for an
extended time span (5 years) in studying China’s PM2.5 pollution. Due to the high variability
and confounding by weather conditions, we believe that only data of sufficient length with
high temporal frequency can produce accurate assessment of the severity of the air pollution
and quantify its trend and pattern. These distinguish our analysis from existing short-term
exploratory studies (e.g. [16]).

2. Basic statistical prognosis
We first provide a set of descriptive statistics on the extent of the PM2.5 pollution in Beijing.
According to the US (EPA) standard, 35 µg m−3 (the European Union uses 25 µg m−3) is the
highest PM2.5 level for acceptable air quality, while 150 µg m−3 is widely viewed as very
unhealthy and even hazardous.

We partition the PM2.5 time series into three states: low PM state when PM2.5 ≤ 35 µg m−3;
polluting episode when PM2.5 > 35 µg m−3; and very high PM when PM2.5 > 150 µg m−3.
To reduce the noise in the PM readings, we smooth the time series over 3 h moving windows. The
smoothing is only used for the three states, and original hourly data are used in the subsequent
analysis on PM2.5. Figure 1a displays the average length of time persisted under the three states
of PM2.5 by year. Figure 1b reports the percentages of time in each of the three states by years and
seasons. There were, on average, 88 polluting episodes per year between 2010 and 2014, about
1.7 per week, with an average length of around 73 h per episode. About 84% of the polluting
episodes reached very high PM, which is not surprising given the rather long duration of the
episodes. Among these episodes, the average length for having very unhealthy air (very high
PM) was 25 h. The good quality air (low PM) in Beijing occupied 23% of the time, which was
almost the same as that of the hazardous very high PM (22%). These percentages and statistics
did not vary significantly over the 5 years. There were some seasonal variations in figure 1b with
both the winter and autumn having longer low PM and very high PM periods than spring and
summer, which is largely due to seasonal wind and emission patterns. These statistics portray a
very severe situation for Beijing’s air pollution.

To gain information on how representable the embassy data are, figure 1c displays the PM2.5
series at the embassy and the two Beijing Municipal Environmental Monitoring Center (BMEMC)
sites in Beijing: Nongzhanguan (Agriculture Exhibition Hall) and Dongsihuan Beilu (East Fourth
Ring Road North). Both sites are very close to the embassy, with the former about 1.2 km south
and the latter about 1.5 km southeast. The BMEPC data were from 11 May 2014, the date we
started to collect data from the BMEPC website. Figure 1c shows that the readings were highly
consistent among the three sites. Hence, results similar to those from figure 1a,b would also be
attained from the BMEPC data.

3. Impacts of meteorological variables
Beijing residents have realized that wind tends to alleviate the air pollution, and long for stronger
wind during the worst of the high PM2.5 episodes. Lack of wind has been frequently blamed
for high PM2.5 in Beijing, far more often than anthropogenic activities that contribute to the
pollution. We examine the influence of wind on PM2.5 pollution by connecting the PM2.5 data
to the meteorological data. The weather data had 16 wind directions. Our study shows that
the directions can be grouped into five broad categories: northwest (NW), which includes W,
WNW, NW, NNW and N; northeast (NE), for NNE, NE and ENE; southeast (SE), covering E, ESE,
SE, SSE and S; southwest (SW), having SSW, SW and WSW; and calm and variable (CV). The
decision to allocate E to SE and W to NW was based on the locations of major polluting industries
around Beijing.

Figure 2a displays the distribution of wind direction and average wind speed at five regimes
of PM2.5 pollution: low PM (≤35 µg m−3), polluting episode (>35 µg m−3), very high PM
(>150 µg m−3), the beginning and the ending periods of the polluting episodes, as well as at
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Figure 1. Summary statistics for PM2.5 pollution in Beijing 2010–2014. (a) Box-plots for the time length of the three PM2.5 states
in Beijing. Black bars inside the boxes are the median hours, and the dashed bars are the averages. (b) Percentages of times in
different years and seasons under the three states. (c) PM2.5 readings at the US Embassy, Nongzhanguan and Dongsihuan Beilu
from 1 May to 31 December 2014.

the overall baseline. A beginning (ending) period is determined by the hour that the PM2.5 first
surpasses (drops below) 35 µg m−3, plus the 2 h before and after it. The baseline wind distribution
in Beijing is dominated by NW and SE, with winters being dominated by NW and summers by
SE, as shown in the electronic supplementary material, figure S1. However, during the low PM2.5
and the ending period of the polluting episodes, there are far more northerly winds (around 80%
for the low PM2.5 and 84% for the ending period) than the baseline (43%) with much higher wind
speed, and far less S and CV (only 7–10% and 9–11%, respectively, as compared with 35% and
21% at the baseline). We see a jump in SW, from a mere 5% at the baseline to 13% at the beginning
of the polluting episodes, and a moderate increase of SE and CV during the polluting episodes.
The very high PM periods are strongly associated with the increases in both CV and SE and a
drop of NW in both percentage and velocity.
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Figure 2. Impact ofwind on PM2.5. (a) The distribution ofwind directions (viawidth of angles) and average speed (via length of
radius) under different states of PM2.5: beginning/ending, polluting episode (>35µg m−3), high PM (>150µg m−3), low PM
(≤35µg m−3) and the baseline. All the wind distributions under the five regimes of PM2.5 are significantly different from the
baselinewith almost zero p-values for the tests of independence. (b) PM2.5 versus the cumulatedwind power (CWP) at northerly
and southerly winds for four seasons with fitted regression curves (red solid lines). The dashed lines mark 35µg m−3.

Situated at the northwest corner of the NCP, Beijing is hemmed in by Taihang Mountain to
the west and Yan Mountain to the north, as shown in the electronic supplementary material,
figure S2. The benefit of northerly wind is due to a lack of heavily polluting industry in the
region north of Beijing. However, the mountains cause accumulation of the polluted air under
a southerly wind. The south and the east of Beijing on the NCP are dense with heavy industries,
which consume enormous amounts of coal and other fossil fuels. The annual coal consumption
in the NCP was more than 1 billion tonnes in 2012, constituting 25% of China’s and 15% of the
world’s consumption, in a densely populated region that accounts for only 5.6% of China’s land
area [28]. Additionally, there are more than 5 million cars in Beijing, which also contribute to its
air pollution.
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Figure 3. (a) PM2.5 versus dew point; (b) PM2.5 versus pressure; for four months: January, April, July and October using the
5 years of data from 2010 to 2014.

Wind speed is known to be influential in PM2.5 for studies on the US data [29,30]. Our analysis
reveals that a more effective variable is the CWP, which takes into account wind velocity in a
particular direction. It reflects the fact that it is sustained wind from a fixed direction that reduces
or increases the pollution. CWP is the cumulated wind speed from the start of the wind direction
to the time of interest. When the wind direction changes, the CWP under a new direction starts to
cumulate again. For calm wind, we use 0.445 m s−1 as the unit of cumulation. Figure 2b displays
PM2.5 versus CWP under a northerly (NW and NE) and southerly (SE and SW) wind for the
four seasons. It shows clearly that PM2.5 can be significantly reduced by a northerly wind in all
seasons. In contrast, a southerly wind does not reduce pollution; rather it generally increases it,
particularly in the summer. Electronic supplementary material, figure S3, shows more information
about the influence of a northerly wind.

In additional to wind, other meteorological variables are influential in the PM2.5. Figure 3a,b
displays the scatter plots of PM2.5 versus dew point and pressure, respectively, for four selected
months: January, April, July and October, based on the data from the years 2010 to 2014. The
figure also gives fitted non-parametric regression curves, which indicate a clear increasing trend
of PM2.5 as the dew point increases, and a largely decreasing trend as the pressure increases except
in July. The pressure distribution in July was much lower than that in the other three months.
The meteorological variables are mutually correlated. Indeed, a decrease in the dew point and
an increase in the pressure are usually accompanied by the arrival of the northerly wind, which
brings in drier and fresher air. We need a systematical approach to model the overall effect of the
weather variables on PM2.5, which we deal with in the next section.

4. Modelling meteorological effects
As shown in the previous section, airborne PM2.5 concentration is confounded with the
meteorological variables. This means that different weather conditions can induce different
PM2.5 readings even if the underlying emissions are the same. For the purpose of the air-
quality assessment, we need to compare the pollution levels in different periods under the same
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meteorological conditions in order to be fair. However, the weather cannot be controlled. So,
we must adjust for weather conditions. We are very much in the field of observational studies
[31], where adjustment with respect to certain baseline variables is required in order to attain fair
comparison on an outcome variable.

We provide a non-parametric framework for adjusting the mean and quantiles of the PM2.5
distribution with respect to weather conditions in a period, say a month in a year, so that the
adjusted means and quantiles of the same month in different years are comparable. The adjusted
means and quantiles are needed to provide statistical evidence in order to assess if the pollution
is getting better or worse.

Let Yijt be the PM2.5 reading at an hour t in month j and year i, and Xijt be a vector consisting
of air pressure (P), dew point (D), temperature (T), precipitation (Prec) and CWP (C) such that
Xijt = (Pijt, Tijt, Dijt, Precijt, Cijt). Prec refers to the cumulative rain or snow hours according to the
weather description from BCIA data. Relative humidity is not included as it can be determined by
temperature and dew point according to a physical relationship [32]. We denote wind direction as
Wijt such that Wijt = 1, 2, 3, 4 for NW, NE, S and CV, respectively, after merging SE and SW winds
with the southern wind (S).

Let Uijt be the emission in the area that contains the site. One may use energy consumption as
a proxy for Uijt. However, as there are only monthly energy consumption statistics at the national
level in China, and those at the provincial level are annual only, we have to treat Uijt as a latent
variable.

An underlying non-parametric regression model [33] for month j of year i is

Yijt = m̃ij(Xijt, Wijt, Uijt) + εijt, t = 1, . . . , nij, (4.1)

where m̃ij(x, w, u) = E(Yijt|Xijt = x, Wijt = w, Uijt = u) is the regression function, εijt is the residual
that satisfies E(εijt|Xijt, Wijt, Uijt) = 0, and nij is the number of observations in month j of year i.
The residuals {εijt} are assumed to be stationary and weakly dependent [34] to reflect the dynamic
nature of PM2.5 data.

As Uijt is latent, we consider a reduced model of (4.1)

Yijt = mij(Xijt, Wijt) + eijt, t = 1, . . . , nij, (4.2)

where mij(x, w) = E(Yijt|Xijt = x, Wijt = w) is the regression function based on the meteorological
variables only, and {eijt} are stationary and weakly dependent residuals. The electronic
supplementary material reports diagnostic tests on the stationarity and weakly dependent
assumptions of {eijt} based on the fitted residuals of model (4.2), which shows adequate support
for the assumptions.

An auto-regressive alteration of model (4.2) that better captures the dynamic of PM2.5 is

Yijt = βYij,t−1 + gij(Xijt, Wijt) + ηijt, (4.3)

where ηijt is stationary and weakly dependent such that E(ηijt|Yij,t−1, Xijt, Wijt) = 0 and
gij(Xijt, Wijt) is the non-parametric part of the model. This model is useful in developing
detailed forecasting models for PM2.5, but not so much for the adjustment with respect to the
meteorological variables. The latter is the main purpose of this paper.

In the above three models, we do not assume specific parametric forms for the regression
functions with respect to the meteorological variables, but want to learn from data non-
parametrically. There are more than 700 hourly observations in each month (except February) for
5 years, which are sufficient for carrying out the statistical learning. The monthly time span allows
enough data in the analysis under a comparable meteorological regime, especially with respect to
the temperature and dew point. Longer than a month may introduce excessive heterogeneity in
the weather conditions, and shorter than a month may have problems with a small sample size
leading to unreliable estimates.

There may be a daily cycle of PM2.5 concentration, not accounted for in the above models.
Temperature may be viewed as a proxy for daily variation in PM2.5, as well as for daily patterns
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in the boundary layer height (BLH), another variable that can influence the PM2.5 density. BLH
data are not available, although there are re-assimilated BLH values every 6 h in quite sparsely
distributed grid points. Our analysis on the residuals did not reveal any daily or weekly cycles.

For the purpose of adjusting the PM2.5 distribution with respect to the meteorological
condition, we will concentrate on model (4.2). We consider a kernel smoothing estimator
for mij(x, w) = E(Yijt|Xijt = x, Wijt = w) at each given wind direction w. Specifically, we use the
Nadaraya–Watson kernel estimator (NP) [33]:

m̂ij(x, w) =
∑nij

t=1 Kh(x − Xijt)YijtI(Wijt = w)∑nij

t=1 Kh(x − Xijt)I(Wijt = w)
, (4.4)

where I(Wijt = w) is the indicator function for a wind direction, Kh(z) = (K(z1/h1) · · · K(zq/hq)/
h1 h2 · · · hq) is a product kernel generated by a univariate kernel function K(·) and q is the
dimension of continuous variable Xijt. The smoothing bandwidths are h1, . . . , hq. Throughout the
paper, the Gaussian kernel K(u) = (2π )−1/2 exp(−u2/2) is used. The bandwidths reflect different
scales in the meteorological variables which contribute to the response. The local linear kernel
estimator [35] can be employed as well, without changing the methodology proposed. We use
cross-validation [33] to find suitable smoothing bandwidths.

The partially linear model (4.3) can be estimated using a combination of kernel smoothing
and least-squares regression, where the smoothing bandwidths can be obtained by a version of
cross-validation (see [36] for details).

Table 1 reports the monthly RMSEs obtained by fitting models (4.2) and (4.3) to each monthly
sample. It also reports the raw standard deviation of PM2.5 for each month. The table shows
a huge reduction in the raw RMSE by fitting the non-parametric model (4.2). The average
percentage of reduction for the 60 months was 78.2% with a standard deviation of 8.3%. The
partially linear model (4.3) further reduced the RMSE of (4.2) by an average of 45.8% with a
standard deviation 16.5%.

For the desired adjustment to the mean and the quantiles of the PM2.5 distribution, model (4.2)
is more useful than the auto-regressive partially linear model (4.3). The latter is needed when
building more specific models for forecasting the PM2.5 level. The rationale in presenting model
(4.3) and its fitting results is to show that adding the auto-regressive part can improve the fit to
the data.

The bandwidths obtained by the cross-validation for each monthly model (4.2) contain
information on the importance of variables in explaining the PM2.5 concentration. If a covariate
is redundant, the bandwidth selected by the cross-validation will diverge to the upper bound of
the allowable range with probability tending to 1 (see [37] for details). As all the meteorological
variables, except the wind direction, are continuous, the upper bound is infinity.

We checked on the cross-validation bandwidths selected under each of the four wind
directions (NW, NE, S and CV) for each month and employed 15 000 as the threshold to judge
whether a variable is redundant or not. The use of 15 000 was made by the observation that the
CV bandwidths were either small, in the range of 0.2–100 (mostly from 0.2 to 10), or above 15 000.
The electronic supplementary material, figure S4, reports the frequency of each variable which
was selected for being useful among the 60 months under each wind direction. It shows that dew
point and pressure were the most influential, followed by temperature and CWP. Rain and snow
were significant in the summer and winter, respectively. It is not surprising to see that CWP was
less influential under the CV (calm and variable wind) than the other wind directions, as it is hard
to cumulate for this wind type.

There are six covariates in model (4.2). As rightly raised by a referee, the curse of dimensionality
may be encountered in the kernel estimation of the regression surface, despite having around 720
observations per month. We have tried to develop more specific parametric or semi-parametric
models than (4.2) for the relationship between PM2.5 readings and the meteorological variables.
However, it is quite challenging to obtain the relationship, as PM2.5 values are highly dependent
on the wind direction and are highly nonlinear with respect to the meteorological variables, and
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Table 1. RMSEs by fitting the non-parametric regression (NP) model (4.2) and the partially linear regression (PL) model (4.3),
for each month in 2010–2014. The standard deviation without any models for the monthly samples is reported in the columns
headed ‘raw’.

(a)
2010 2011 2012

month raw NP PL raw NP PL raw NP PL

1 93.94 10.07 5.42 46.31 8.26 7.42 131.47 8.44 7.31
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2 84.83 34.86 26.47 143.18 24.50 10.67 78.39 13.22 5.81
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3 84.29 13.58 6.91 73.74 8.02 6.10 86.69 14.41 10.43
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4 73.52 4.55 2.92 67.01 11.17 13.41 69.12 11.36 5.83
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5 59.04 10.86 6.97 51.59 6.94 8.30 56.00 20.13 14.70
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6 52.26 11.00 9.36 76.05 20.15 10.24 68.50 15.48 8.51
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7 72.49 16.00 10.39 80.13 16.99 8.74 56.67 16.84 6.58
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8 67.32 9.90 8.01 54.27 21.48 8.40 59.20 21.19 4.63
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

9 78.43 28.44 12.57 85.13 26.36 8.24 52.43 11.70 5.13
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

10 124.59 21.45 11.05 122.91 20.37 10.49 92.44 30.96 11.40
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

11 133.69 41.00 9.33 89.62 25.35 13.65 85.21 30.38 12.05
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

12 114.89 23.83 11.69 107.23 11.85 8.90 96.97 5.81 5.84
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

(b)
2013 2014

month raw NP PL raw NP PL

1 168.95 36.74 16.50 110.98 26.34 17.05
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2 117.27 25.44 15.33 145.35 14.83 8.94
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

3 104.80 16.26 7.40 97.73 9.44 4.09
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

4 58.60 6.24 5.59 57.58 13.67 6.29
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5 55.85 13.75 6.75 45.03 10.44 9.64
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

6 68.76 16.37 8.04 41.81 9.64 6.10
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7 43.67 11.89 5.07 65.05 13.76 6.15
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8 40.59 9.11 5.78 44.48 14.31 8.56
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

9 65.11 21.38 11.22 47.83 10.74 5.73
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

10 95.05 20.41 8.53 118.08 28.11 6.58
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

11 92.56 19.41 10.38 109.71 23.78 11.12
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

12 107.36 22.72 15.93 93.88 23.18 12.16
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

there is significant confounding among the covariates too. We note that, for the purpose of the air
quality assessment, a parametric or semi-parametric model may not be necessary, as the ultimate
purpose of the kernel smoothing is to obtain the adjusted means and quantiles rather than the
regression function. Hence, the kernel smoothing and the associated curse of dimensionality will
have fewer effects on the inference of the adjusted means and quantiles. Having said the above,
the non-parametric model (4.2) should be viewed as the first step in our model building exercise
as it provides a benchmark for further development of more specific models. Linear or additive
models based on functional principal component analysis [38,39] can be applied to reveal more
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explicit association between the PM2.5 process and meteorological covariates. The development
of more interpretable models is an area of our future research.

5. Adjustment to meteorological conditions
As a completely randomized experiment that controls the weather is not possible, the observed
PM2.5 has to be adjusted with respect to the observed meteorological conditions.

We first present the adjustment to the monthly means of PM2.5 with respect to the
meteorological conditions for the 5 years. Let f·j(x, w) be the joint density function of the
meteorological variables (Xijt, Wijt) in month j of all years. The adjusted mean PM2.5 in month
j and year i is

μij =
4∑

w=1

∫
E(Yijt|Xijt = x, Wijt = w)f·j(x, w) dx

=
4∑

w=1

∫
mij(x, w)f·j(x, w) dx. (5.1)

Substituting the kernel estimator m̂ij(x, w) given in (4.4), the estimator of the adjusted mean is

μ̂ij =
⎛
⎝ n.j∑

a=1

naj

⎞
⎠

−1 n.j∑
a=1

naj∑
t=1

4∑
w=1

m̂ij(Xajt, Wajt)I(Wajt = w), (5.2)

where n.j is the number of years that month j is observed, which is 5 for our analysis. It can be
shown that μ̂ij is a consistent and asymptotically unbiased estimator of the true μij, using a similar
technique to [40].

The essence of the adjustment is to use the data in the jth month of year i to estimate the
regression function mij, and then substitute the meteorological information of all 5 years for month
j to obtain the estimator of μij, as suggested by (5.2). This is the approach used in observational
studies [31] for carrying out adjustment based on covariates to a response so as to remove the bias
due to a lack of randomness in the study.

As the observed data are dependent time series, the block bootstrap method [41] is needed to
estimate the variance of μ̂ij. The block bootstrap resamples blocks of observations to retain the
dependence in the original data series. For each month j in year i, let Zt = (Xijt, Wijt), t = 1, . . . , T =
nij. We considered moving blocks with length l: B1 = (Z1, . . . , Zl), . . . , BT−l+1 = (ZT−l+1, . . . , ZT),
BT−l+2 = (ZT−l+2, . . . , ZT, Z1), . . . , BT = (ZT, Z1, . . . , Zl−1). The wrapping at the boundary ensures
that each of the original observations appears with equal chance in a bootstrapped sample. Then
we independently resampled T/l blocks from a total of T blocks, which were joined together to
form a resampled monthly times series {Xb

ijt, Wb
ijt} for the bth replication of month j in year i.

Based on the resampled weather variables {(Xb
ijt, Wb

ijt)}, we impute the corresponding PM2.5

via an estimated model (4.2): Yb∗
ijt = m̂ij(Xb

ijt, Wb
ijt) + ε̂b∗

ijt , where ε̂b∗
ijt is resampled from a two-point

distribution [42],

ε̂b∗
ijt =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ε̂(Xb
ijt, Wb

ijt)
1 − √

5
2

with probability
1 + √

5

2
√

5

ε̂(Xb
ijt, Wb

ijt)
1 + √

5
2

with probability 1 − 1 + √
5

2
√

5
,

(5.3)

and ε̂(Xb
ijt, Wb

ijt) is a residual estimator via a kernel smoothing of ε̂2
ijt = {Yijt − m̂ij(Xijt, Wijt)}2

ε̂2(x, w) =
∑nij

t=1 Kh(x − Xijt)ε̂2
ijtI(Wijt = w)∑nij

t=1 Kh(x − Xijt)I(Wijt = w)
. (5.4)
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Matching the resampled meteorological data and the imputed PM2.5 gives us the bootstrap
resampled data series {(Yb∗

ijt , Xb
ijt, Wb

ijt)} for i = 1, . . . , 5, t = 1, . . . , nij. We re-estimate the regression

function to obtain m̂b
ij(x, w) by (4.4), which then gives rise to the adjusted mean for the bth

bootstrap replication

μ̂b
ij =

⎛
⎝ n.j∑

a=1

naj

⎞
⎠

−1 n.j∑
a=1

naj∑
t=1

4∑
w=1

m̂b
ij(X

b
ajt, Wb

ajt)I(W
b
ajt = w). (5.5)

The bootstrap estimate of the standard deviation of μ̂ij is

σ̂ij =
√∑B

b=1(μ̂b
ij − μ̂ij)2

B − 1
. (5.6)

Similarly to the adjusted mean in (5.1), we define the adjusted distribution function of PM2.5
for month j of year i as

Gij(y) =
4∑

w=1

∫
Fij(y|x, w)f·j(x, w) dx,

where Fij(y|x, w) = E(I{Yijt ≤ y}|Xijt = x, Wijt = w) is the conditional distribution and I{Yijt ≤ y} is
the indicator function. In order to estimate Gij(y), we first estimate Fij(y|x, w) by the kernel
smoothing method under each wind direction:

F̂ij(y|x, w) =
∑nij

t=1 Kh(x − Xijt)I(Wijt = w)Gh0 (Yijt − y)∑nij

t=1 Kh(x − Xijt)I(Wijt = w)
,

where Gh0 (x) = ∫x/h0
−∞ K(u) d u is the integration of the univariate kernel K. Then, we estimate

Gij(y) by

Ĝij(y) =
⎛
⎝ n·j∑

a=1

naj

⎞
⎠

−1 n·j∑
a=1

naj∑
t=1

4∑
w=1

F̂ij(y|Xajt, Wajt)I(Wajt = w).

For any q ∈ (0, 1), the adjusted qth percentile is estimated by Ĝ−1
ij (q). The standard error of

the estimated percentiles can be obtained by mimicking the block bootstrap procedure for the
adjusted mean.

Let us consider how to measure the effect of emissions by revisiting model (4.1). Suppose that
the regression function in (4.1) is additive with respect to the meteorological variable (Xijt, Wijt)
and the emission level Uijt, such that

Yijt = m̃ij,1(Xijt, Wijt) + m̃ij,2(Uijt) + εijt.

If the emission Uijt is independent of weather conditions (Xijt, Wijt), it can be shown that

mij(x, w) = E(Yijt|Xijt = x, Wijt = w) = m̃ij,1(x, w) + E{mij,2(Uijt)}
and the adjusted mean in (5.1) can be written as

μij =
4∑

w=1

∫
E(Yijt|Xijt = x, Wijt = w)f·j(x, w) dx

=
4∑

w=1

∫
m̃ij,1(x, w)f·j(x, w) dx + E{mij,2(Uijt)}. (5.7)

The result in (5.7) implies that, under the additive and independence assumptions, the
adjusted average PM2.5 is the sum of two terms: one due to weather conditions and the other
due to emissions. This may be used to obtain the effect of emission by taking the difference in μij.
For instance, if the weather impact in January is the same among all the years considered, then
μi,1 − μj,1 will reflect the different emission levels between years i and j on PM2.5. Likewise, if the
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weather impacts between two neighbouring time periods are roughly the same, the difference
in the adjustment means informs the difference in the effects of emissions between the two
periods. The latter approach is used in our studies on the impacts of the emission control for
the Asia-Pacific Economic Cooperation (APEC) meeting and winter heating in §7.

We note here that the emission level Uijt does not measure aerosol abundance, but the original
emission level directly related to energy consumption, as otherwise the assumption of it being
independent of the meteorological variable would be unreasonable, as secondary aerosols are
impacted by weather conditions. Of course, the independent assumption does not hold in a longer
time scale, as the emission level has an annual cycle. However, for the monthly time frame that
we are considering the assumption is reasonable.

6. Five-year assessment
We applied the adjustment on the mean and the quantiles of the PM2.5 with respect to the
meteorological variables outlined in the previous section to the 60 months in the years 2010–
2014. Figure 4a presents the monthly adjusted and raw averages of PM2.5, along with 95%
confidence intervals for the adjusted means based on the standard errors obtained via the block
bootstrap with block size l = 12 h. The confidence intervals were obtained by extending 1.96 times
the standard deviation above and below the adjusted mean. We observe substantial differences
between the adjusted and the raw averages. Among the 60 months in the 5 years, 28 months had
raw averages outside the intervals. This demonstrates that it is necessary to adjust the averages
as those without any adjustments would be unfairly impacted by the weather.

As more robust alternatives to the mean, figure 4b gives the adjusted percentiles of monthly
PM2.5 at 90th, 75th, 50th (median), 25th and 10th percentiles, along with their 95% CI obtained
via the block bootstrap method with l = 12. It is observed that there were much smaller monthly
variations for the three lower percentiles. The variation increased in the two higher percentiles.
We find that the medians were significantly above the threshold 35 µg m−3 in 56 months and were
mostly ranged between 70 and 100 µg m−3.

The monthly 75th percentiles were significantly higher than 90 µg m−3 in all but three months.
The pattern displayed by the 90th and 75th percentiles showed a much higher level of PM2.5
pollution from October to March. This reflects the extra emissions due to the winter heating
season in North China from November to March [16], and the biomass burning by farmers in
October [13]. There are also increased mineral aerosols due to transported dust in winter and
spring [43].

The State Council of China set PM2.5 reduction targets for various regions of China in October
2013. Those for Beijing and NCP are (i) a 25% reduction by 2017 from the 2012 level and (ii) an
annual average PM2.5 in Beijing below 60 µg m−3.

To check on progress towards the reduction targets, figure 5 gives the differences in adjusted
averages, medians and 90th percentiles between 2013 and 2012 and between 2014 and 2012. The
exact numerical values are given in the electronic supplementary material, table S1. Figure 5
reveals that the reduction in the average PM2.5 from 2012 happened in two months in 2013, and
only one of them (August) was significant at 2.5% (p < 0.025). Six months in 2014 had reductions
in averages over 2012, and only two of them (May and June) were significant at 2.5%. In contrast,
among the 10 months in 2013 which had increased averages over their 2012 counterparts, four
months’ increases were significant at 2.5%. In 2014, among the six months with higher averages,
four of them were significantly higher than their counterparts in 2012 at 2.5%. We note that most
of the increases in 2013 and 2014 were much larger in magnitude than most of the decreases in
the 2 years.

The situation for the medians was similar to that of the averages reported above. Only two
months in 2014 had a significantly smaller median than 2012, and five months had a significantly
larger median at 2.5% significance. In 2013, there was no significant reduction, whereas significant
increases happened in two months. There were improvements about the 90th percentiles in three
months in year 2014 and one month in 2013. However, significant increases in the 90th percentiles
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Figure 4. Adjusted average and percentiles of PM2.5. (a) The adjustedmonthly averages (solid lines) and raw averages (dashed
lines). (b) The adjusted monthly 90th (purple), 75th (brown), 50th (median, red), 25th (yellow) and 10th (green) percentiles of
PM2.5 concentration with the black dashed line of PM2.5 = 35µg m−3. The bars are 1.96 times the standard deviations above
and below the estimates.

happened in four months in both 2013 and 2014. Moreover, the adjusted annual averages
(standard error) from 2010 to 2014 were 101.3 µg m−3 (1.99), 97.6 µg m−3 (2.08), 91.5 µg m−3 (1.72),
101.2 µg m−3 (1.85) and 96.9 µg m−3 (2.09), respectively, indicating that the PM2.5 pollution in
Beijing has actually got worse since 2012. The electronic supplementary material, table S2, gives
the annual adjusted means and percentiles and their standard errors. The percentiles in 2013 and
2014 were all significantly higher than their 2012 counterparts except the 10th percentile in 2014,
lending support to the above conclusion based on the averages.
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Figure 5. Differences in PM2.5 between 2013 and 2012, and between 2014 and 2012. (a) Differences in the adjusted averages.
(b) Differences in the adjusted medians. (c) Differences in the adjusted 90th percentiles. ‘Difference’ means the 2013/2014 value
of a month minus the 2012 value of the same month. The boxes are 1.96 times the standard deviations above and below the
differences (white line). Significant increases (decreases) correspond to boxes which are entirely above (below) the horizontal
line of zero; and insignificant increases (decreases) correspond to boxeswhich intercept the horizontal line. A significant increase
(reduction) means the p-value is less than 0.025 for the one-sided test for the difference being positive (negative).

7. Two quasi-experiments
QEs [26,44] may be used in conjunction with observational studies to gauge the effect of the
emissions Uijt, information about which is not available. We have two opportunities for QEs. One
was the 2014 APEC meeting in Beijing on 8–11 November. The second QE is the annual winter
heating season which runs usually from 15 November to 15 March in Beijing and the NCP. These
two experiments offer opportunities to assess the impacts of emissions on PM2.5 and provide
potential policy options to combat the pollution.

To ensure the air quality for the APEC meeting, the Chinese government had ordered a
temporary closure of factories in Beijing and the northern part of the NCP from 3 to 12 November,
with half of the cars in Beijing being ordered to stay off the roads according to the last digit of the
licence plate being even or odd. From 6 to 12 November, the control zone was enlarged to include
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Figure 6. Adjusted averages in the QEs. (a) Adjusted averages in the periods of APEC. (b) Adjusted averages in the non-heating
and heating periods in November. (c) Adjusted averages in the non-heating and heating periods in March. The boxes are
1.96 times the standard deviations above and below the estimates (white line). The black dots are the averages without the
adjustment.

the entire NCP and part of the neighbouring Shanxi and Inner Mongolia provinces. Schools
and public offices were closed in this second period until 12 November with much suppressed
economic and social activities. To evaluate the impacts of the APEC measures on Beijing’s air
quality, we conducted the proposed adjustment to the average PM2.5 levels for the two time
periods, 3–12 November and 6–12 November, by considering the meteorological conditions over
the two periods in the 5 years from 2010 to 2014. The left panel of figure 6a shows that the 2014
average in the first period of 3–12 November was significantly less than the averages in 2013 with
the p-value being almost zero. However, the reduction in 2014 was not statistically significant
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at the 5% level when compared with the 2010, 2011 and 2012 averages (the p-values were 0.28,
0.61, 0.25, respectively). For the second period of 6–12 November (the right panel in figure 6a),
the p-values for testing the adjusted mean in 2014 being less than the corresponding periods in
2010–2013 were 0.06, 0.11, 0.07 and 0, respectively, which were much lower than those in the first
period. Although only the p-value when comparing with 2013 was significant at 5%, the p-values
for the other three years were only slightly higher than 0.05, which reflected the large variation in
the weather conditions. Thus, the administrative actions to enlarge the control zone on emissions
did have some effect in reducing the PM2.5 level in the second period. The PM2.5 reduction
was averaged at 25.3% compared with the previous four years; see electronic supplementary
material, table S3, for detailed numerical values about the averages and percentiles. That the
APEC emission control measures were more effective in reducing the pollution in the second
time period may be due to the fact that it takes time for the raw pollutants to become PM2.5 in
secondary reactions.

For the second QE on the effect of heating, we chose the two weeks from the start of the
heating date in November and the two weeks just prior to the termination of heating in March
as the treatment periods. As controls (non-heating periods), we chose the two weeks just before
the start of heating in November and the two weeks right after the end of heating in March. The
heating period can start earlier than 15 November or be extended after 15 March depending on
the temperature at that time. For instance, it was started on 3 November in 2012; and ended on
22, 18, 17 March in 2010, 2012 and 2013, respectively. Figure 6b,c displays the pairwise adjusted
averages for the heating and non-heating periods in November and March, respectively, for the
last 5 years. The figures show startling increases in PM2.5 due to heating in both November and
March, with the increases being highly statistically significant in all heating seasons (the p-values
were all ≤ 0.015). The increases in November due to heating ranged from 31% (in 2013) to 183%
(in 2010). The increase of 157% in 2014 was partly due to the APEC measures and should not
be taken as a norm. The reduction in March due to the cessation of heating ranged from 24% to
42%. In other words, the increase due to heating in March ranged from 31% to 72%. The electronic
supplementary material, tables S4 and S5, gives the exact numeric values for the adjusted means
and percentiles for each heating and non-heating period, which strongly support heating having
a significant effect on PM2.5 in Beijing. The table also reports the original unadjusted averages
and percentiles for the heating treatment and the non-heating control. This shows that the
effect of heating would not have been revealed in many seasons if the adjustments were not
carried out.

8. Incorporating other chemicals
So far our analysis is solely based on the dependence between PM2.5 and the meteorological
variables without considering the atmospheric chemical reaction that generates PM2.5. As
rightly pointed out by a referee, urban aerosol formation is significantly contributed to by
secondary formation processes as elaborated in [8]. To extend our analysis to include potential
secondary formation, we face a hurdle in that the US Embassy only measures the PM2.5
concentration without other chemical compounds. To get around the problem, we consider hourly
recordings of three pollutants—SO2, NO2 and CO—at a neighbouring MEP site, Nongzhanguan,
which is 1.2 km south of the embassy. Measurements of more extended chemical elements are not
available in most of the MEP sites, except O3. Our preliminary analysis reveals that O3 has little
explaining power for PM2.5. Hence, we did not include it in the analysis. Although the MEP site
at Nongzhanguan had started measuring PM2.5 and the chemical compounds in early 2013, the
data in 2013 suffered from a high percentage of missing values. Therefore, we only analysed the
2014 data.

We consider adding a linear term for the three chemicals to the non-parametric model (4.2)
and the auto-regressive model (4.3):

Yijt = β1SO2ijt + β2NO2ijt + β3COijt + mij(Xijt, Wijt) + eijt, t = 1, . . . , nij (8.1)
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Table 2. RMSEs by fitting the non-parametric model (4.2), the non-parametric auto-regressive model (4.3) and models (8.1)
and (8.2) by adding a linear regressive part for the three chemicals, respectively, for each month in 2014. The column headed
‘raw’ is the monthly sample standard deviation of PM2.5 without any model.

RMSE RMSE reduction (%)

year-month raw (4.2) (8.1) (4.3) (8.2) (4.2) (8.1) (4.3) (8.2)

2014-1 110.98 26.34 18.04 17.05 15.10 76.26 83.75 84.63 86.39
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2014-2 145.35 14.83 12.16 8.94 7.78 89.80 91.63 93.85 94.65
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2014-3 97.73 9.44 3.76 4.09 3.12 90.34 96.16 95.81 96.81
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2014-4 57.58 13.67 6.50 6.29 5.01 76.26 88.71 89.08 91.30
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2014-5 45.03 10.44 11.84 9.64 9.03 76.81 73.72 78.59 79.94
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2014-6 41.81 9.64 7.95 6.10 4.97 76.95 80.99 85.41 88.10
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2014-7 65.05 13.76 9.63 6.15 5.77 78.85 85.20 90.55 91.12
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2014-8 44.48 14.31 9.01 8.56 7.43 67.84 79.74 80.76 83.29
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2014-9 47.83 10.74 8.39 5.73 5.33 77.55 82.47 88.02 88.85
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2014-10 118.08 28.11 13.13 6.58 5.56 76.20 88.88 94.43 95.29
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2014-11 109.71 23.78 13.72 11.12 10.80 78.32 87.50 89.87 90.16
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2014-12 93.88 23.18 11.76 12.16 10.34 75.31 87.47 87.05 88.99
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

average 81.46 16.52 10.49 8.53 7.52 78.37 85.52 88.17 89.57
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

and

Yijt = β0Yij,t−1 + β1SO2ijt + β2NO2ijt + β3COijt + gij(Xijt, Wijt) + ηijt. (8.2)

We use the parametric linear function to avoid further issues with the curse of dimensionality.
Table 2 reports RMSEs for fitting models (4.2), (4.3), (8.1) and (8.2) and the percentages of

reduction in relative RMSEs of the four models. We do not report the R2-values of the models
as they were all above 0.93, which can exaggerate the goodness-of-fit of models. The table shows
that the meteorological variables explained on average 78% of the uncertainty, as measured by the
RMSEs, of the PM2.5 as secondary formation of PM2.5 requires certain meteorological conditions.
The RMSEs were further reduced for models (8.1) and (8.2) of the order of 8–10%, indicating that
more uncertainty was explained by incorporating the three chemicals. The relative amount of
reductions provides a measure of the uncertainty missed by considering only the meteorological
variables. In addition, the reductions from (4.3) to (8.2) were less than those from (4.2) to (8.1). This
was because the lagged PM2.5 term (the auto-regressive part) in (4.3) and (8.2) already contained
information about the three chemicals.

The estimates of the regression coefficients of the three chemical elements together with their p-
values [45] for being significantly different from zero are reported in the electronic supplementary
material, tables S6–S8. The results show that, for model (8.1), SO2 tended to be significant in
the winter months, and NO2 and CO were significant in almost all the months of the year. The
significance of SO2 in winter was likely to be due to the excessive coal burning for heating. The
significance of NO2 and CO for the whole year indicates that the pollution from motor vehicles
plays an important role in air pollution in Beijing, which cannot be captured fully by considering
meteorological conditions alone. The fitting results for model (8.2) in the electronic supplementary
material, table S8, show that, when the lagged PM2.5 was added to the model, the three chemicals
became less significant, which was consistent with the findings in table 2.
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9. Discussion
By employing statistical learning based on 5 years’ data, we propose a set of statistical measures
to quantify the severity of PM2.5 pollution in Beijing. We provide a methodological framework
to produce adjusted means and percentiles for objectively comparing PM2.5 concentrations that
neutralize the impacts of meteorological conditions. The adjustment allows us to find significant
effects of the emission reduction measures for the APEC meeting and annual winter heating on
the PM2.5. Our analyses have the following conclusions and broad implications.

All our analyses point to a conclusion that, up to the end of 2014, the PM2.5 pollution in Beijing
had not improved over the 2012 levels, and the air quality had in fact got worse.

Our analysis of the effect of heating on PM2.5 reveals that winter heating contributes
significantly to PM2.5 abundance in Beijing. A step that various authorities in the NCP can take is
to phase out the use of coal for heating and convert all the furnaces in cities and towns to natural
gas. However, this action (even though it may be perceived as too radical) alone is not enough for
eliminating the pollution. To appreciate this point, we note from our analysis that the heating has
contributed a more than 50% increase (on average) in PM2.5 in the winter months in Beijing since
2010. This means that one-third of the PM2.5 in the heating months is due to heating. This leads
to a best case scenario where using natural gas or other cleaner energy for heating in the NCP at
best reduces the average PM2.5 in the months of December, January and February by one-third.
At the same time, we use the averages in the non-heating portion of November and March as
the monthly average while keeping the other months’ PM2.5 levels the same. Then, the annual
averages for 2013 and 2014 would be 88.2 µg m−3 and 80.1 µg m−3, respectively, which represent
only 3.6% and 12.5% reductions, respectively, from the 2012 annual average of 91.5 µg m−3. These
two numbers are still well short of the 25% reduction target of 68.6 µg m−3.

Despite the drastic APEC measures which basically shut down a significant portion of the
economy in the NCP for 10 days, the average PM2.5 in the period 6–12 November 2014 was
52.2 µg m−3 (6.72) (electronic supplementary material, table S3), which was still much higher than
the healthy threshold of 35 µg m−3. This indicates that, under the existing energy consumption
profile of the NCP, it is rather unlikely that Beijing will attain clean air of 35 µg m−3 or lower over
a prolonged period. Hence, transitions to alternative forms of industrial installations with lower
emission profiles must be taken in order for Beijing to attain the standard of healthy air.

Data accessibility. The data of PM2.5 at the US Embassy are from http://www.stateair.net/web/historical/1/
1.html and the weather data are from http://weather.nocrew.org. The data of the chemical compounds in
Nongzhanguan can be acquired from http://air.epmap.org/.
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